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Abstract. This paper investigates the benefit of dense stereo for the
ROI generation stage of a pedestrian detection system. Dense disparity
maps allow an accurate estimation of the camera height, pitch angle and
vertical road profile, which in turn enables a more precise specification
of the areas on the ground where pedestrians are to be expected. An
experimental comparison between sparse and dense stereo approaches is
carried out on image data captured in complex urban environments (i.e.
undulating roads, speed bumps). The ROI generation stage, based on
dense stereo and specific camera and road parameter estimation, results
in a detection performance improvement of factor five over the state-
of-the-art based on ROI generation by sparse stereo. Interestingly, the
added processing cost of computing dense disparity maps is at least par-
tially amortized by the fewer ROIs that need to be processed at the
system level.

1 Introduction

Vision-based pedestrian detection is a key problem in the domain of intelligent
vehicles (IV). Large variations in human pose and clothing, as well as vary-
ing backgrounds and environmental conditions make this problem particularly
challenging. The first stage in most systems consists of identifying generic ob-
stacles as regions of interest (ROIs) using a computationally efficient method.
Subsequently, a more expensive pattern classification step is applied.

Previous IV applications have typically used sparse, feature-based stereo ap-
proaches (e.g. [9, 1]) because of lower processing cost. However, with recent hard-
ware advances, real-time dense stereo has become feasible [12] (here we use a
hardware implementation of the semi-global matching (SGM) algorithm [7]).
Both sparse and dense stereo approaches haved proved suitable to dynamically
estimate camera height and pitch angle, in order to deal with road imperfections,
speed bumps, car accelerations, etc. Dense stereo, furthermore, holds the poten-
tial to also reliably estimate the vertical road profile (which feature-based stereo,
due to its sparseness does not). The more accurate estimation of ground location
of pedestrians can be expected to improve system performance, especially when
considering undulating, hilly roads.
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Fig. 1. Overview of the dense stereo-based ROI generation system comprising
dense stereo computation, pitch estimation, corridor computation, B-Spline road
profile modeling and multiplexed depth maps scanning with windows related to
minimum and maximum extents of pedestrians.

The aim of this paper thus is to investigate the advantages of dense vs. sparse
disparity maps when detecting generic obstacles in the early stage of a pedestrian
detection system [9]. We are interested in both the ROC performance (trade-off
correct vs. false detections) and in the processing cost.

2 Related Work

Many interesting approaches for pedestrian detection have been proposed. See [4]
for a recent survey and a novel publicly available benchmark set. Most work
has proceeded with a learning-based approach by-passing a pose recovery step
and describing human appearance directly in terms of low-level features from a
region of interest (ROI). In this paper, we concentrate on the stereo-based ROI
generation stage.

The simplest technique to obtain object location hypotheses is the sliding
window technique, where detector windows at various scales and locations are
shifted over the image. This approach in combination with powerful classifiers
(e.g. [13,3,16]) is currently computationally too expensive for real-time appli-
cations. Significant speed-ups can be obtained by including application-specific
constraints such as flat-world assumption, ground-plane based objects and com-
mon geometry of pedestrians, e.g. object height or aspect ratio [9, 17].

Besides monocular techniques (e.g. [5]), which are out of scope in this work,
stereo vision is an effective approach for obtaining ROIs. In [20] a foreground
region is obtained by clustering in the disparity space. In [2,10] ROIs are se-
lected considering the x- and y-projections of the disparity space following the
v-disparity representation [11]. In [1] object hypotheses are obtained by using a
subtractive clustering in the 3D space in world coordinates.

Either monocular or stereo, most approaches are carried out under the as-
sumption of a planar road and no camera height and camera pitch angle vari-
ations. In recent literature on intelligent vehicles many interesting approaches
have been proposed to perform road modeling and to estimate camera pitch
angle and camera height. Linear fitting in the v-disparity [14], in world coordi-
nates [6] and in the so-called virtual-disparity image [18] has been proposed to
estimate the camera pitch angle and the camera height. In [11] the road sur-
face is modeled by the fitting of the envelope of piecewise linear functions in
the v-disparity space. Other approaches are performed by fitting of a quadratic
polynomial [15] or a clothoid function [14] in the v-disparity space as well.



Building upon this work, we propose the use of dense stereo vision for ROI
generation in the context of pedestrian detection. Dense disparity maps are pro-
vided in real-time [7]. Firstly, camera pitch angle is estimated by determining
the slope with highest probability in the v-disparity map, for a reduced distance
range. Secondly, a corridor of a predefined width is computed using the vehicle
velocity and the yaw rate. Only points that belong to that corridor will be used
for subsequent road surface modeling. Then, the ground surface is represented
as a parametric B-Spline surface and tracked by using a Kalman filter [19]. Re-
liability on the road profile estimation is an important issue which has to be
considered for real implementations. ROIs are finally obtained by analyzing the
multiplexed depth maps as in [9] (see Figure 1).

3 Dense Stereo-Based ROI Generation

3.1 Modeling of non-planar road surface

Feature-based stereo vision systems typically provide depth measurements at
points with sufficient image structure, whereas dense stereo algorithms estimate
disparities at all pixels, including untextured regions, by interpolation.

Before computing the road profile, the camera pitch angle is estimated by
using the v-disparity space. We assume that the camera is installed such that
the roll angle is insignificant. Then, the disparity of a planar road surface (this
assumption can be accepted in the vehicle vicinity) can be calculated by:

dv)=a-v+b (1)

where v is the image row and a, b are the slope and the offset which depend on
camera height and tilt angle respectively. Both parameters can be estimating
using a robust estimator. However, if we assume a fixed camera height we can
compute a slopes histogram and determine the slope with the highest probability,
obtaining a first estimation of the camera pitch angle. In order to put only good
candidates into the histogram, a disparity range is calculated for each image
row, depending on the tolerance of the camera height and tilt angle.

The next step consists in computing a corridor of a pre-defined width using
the vehicle velocity, the yaw rate, the camera height and the camera tilt angle.
If the vehicle is stopped, a fixed corridor is used. In this way, a considerable
amount of object points are not taken into account when modeling the road
surface. This is particularly important when the vehicle is taking a curve, since
most of the points in front of the vehicle correspond to object points.

The road profile is represented as a parametric B-Spline surface as in [19].
B-Splines are a basis for the vector space of piecewise polynomials with degree
d. The basis-functions are defined on a knot vector ¢ using equidistant knots
within the observed distance interval. A simple B-Spline least square fit tries to
approximate the 3D measurements optimally. However, a more robust estimation
over time is achieved by integrating the B-Spline parameter vector ¢, the camera
pitch angle « and the camera height H into a Kalman filter. Finally, the filter
state vector is converted into a grid of distances and their corresponding road
height values as depicted in Figure 2. The number of bins of the grid will be as
accurate as the B-Spline sampling.
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Fig. 2. Road surface modeling. Distances grid and their corresponding height
values along with camera height and tilt angle.
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Fig.3. Wrong road profile estimation when a vertical object appears in the
corridor for a consecutive number of frames. The cumulative variance for the
bin in which the vertical object is located increases and the object points are
eventually passed to the Kalman filter.

3.2 Outlier Removal

In general, the method of [19] works well if the measurements provided to the
Kalman filter correspond to actual road points. The computation of the corridor
removes a considerable amount of object points. However, there are a few cases
in which the B-Spline road modeling still leads to bad results. These cases are
mainly caused by vertical objects (cars, motorbikes, pedestrians, cyclists, etc.)
in the vicinity of the vehicle. Reflections in the windshield can cause additional
correlation errors in the stereo image. If we include these points, the B-spline
fitting achieves a solution which climbs or wraps over the vertical objects.

In order to avoid this problem, the variance of the road profile for each bin

0? is computed. Thus, if the measurements for a specific bin are out of the

1

bounds defined by the predicted height and the cumulative variance, they are
not added to the filter. Although this alternative can deal with spurious errors, if
the situation remains for a consecutive number of iterations (e.g., when there is
a vehicle stopped in front of the host vehicle), the variance increases due to the
inavailability of measurements, and the points pertaining to the vertical object
are eventually passed to the filter as measurements. This situation is depicted
in Figure 3.

Accordingly, a mechanism is needed in order to ensure that points corre-
sponding to vertical objects are never passed to the filter. We compute the
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Fig. 4. Rejected measurements for bin ¢ at distance Z; since measurements vari-
ance o2 is greater than the expected variance o2 in that bin.
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Fig. 5. Accepted measurements for bins ¢ and ¢ + 1 at distances Z; and Z;
since measurements variances o7 and o7, ; are lower than the expected variances
02, and 02, in these bins.

et e

variance of all measurements for a specific bin and compare it with the expected
variance in the given distance. The latter can be computed by using the associate
standard deviations o, via error propagation from stereo triangulation [15, 19].
If the computed variance o7 is greater than the expected one o2, we do not rely
on the measurements but on the prediction for that bin. This is useful for cases
in which there is a vertical object like the one in the example depicted in Figure
4.

However, in cases in which the rear part of the vertical object produces
3D information for two consecutive bins, this approach may fail depending on
the distance to the vertical object. For example, in Figure 5 the rear part of
the vehicle yields 3D measurements in two consecutive bins Z; and Z;;; whose
variance is lower than the expected one for those bins. In this case, measurements
will be added to the filter which will yield unpredictable results.

We therefore define a fixed region of interest, in which we restrict measure-
ments to lie. To that effect, we quantify the maximum road height changes at
different distances and we fit a second order polynomial, see Figure 6. The fixed
region can be seen as a compromise between filter stability and response to sharp
road profile changes (undulating roads). Apart from this region of interest, we
maintain the beforementioned test on the variance, to see if measurements cor-
responding to a particular grid are added or not to the filter.

3.3 System Integration

Initial ROIs R; are generated using a sliding windows technique where detector
windows at various scales and locations are shifted over the depth map. In pre-
vious works [9] flat-world assumption along with known camera geometry were
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Fig. 6. Second order polynomial function used to accept/reject measurements
at all distances.

used, so that, the search space was drastically restricted. Pitch variations were
handled by relaxing the scene constraints [9], e.g., including camera pitch and
camera height tolerances. However, thanks to the use of dense stereo a reliable
estimation of the vertical profile of the road is computed along with the camera
pitch and tilt angle.

In order to easily adapt the subsequent detection modules, we compute new
camera heights H} and pitch angles o/ for all bins of the road profile grid. After
that, standard equations for projecting 3D points into the image plane can be
used.

First of all dense depth maps are filtered as follows: points P, = (X,,Y;, Z,)
under the actual road profile, i.e., Z; < Z, < Z;41 and Y, < h; and over the
actual road profile plus the maximum pedestrian size, i.e., Z; < Z, < Z;41
and Y, > h; + Hqz, are removed since they do not correspond to obstacles
(possible pedestrians). The resulting filtered depth map is multiplexed into N
discrete depth ranges, which are subsequently scanned with windows related to
minimum and maximum extent of pedestrians. Possible window locations (ROIs)
are defined according to the road profile grid (we assume the pedestrian stands on
the ground). Each pedestrian candidate region R; is represented in terms of the
number of depth features DF;. A threshold §r governs the amount of ROIs which
are committed to the subsequent module. Only ROIs with DF; > 0 trigger the
evaluation of the next cascade module. Others are rejected immediately.

Pedestrian recognition proceeds with shape-based detection, involving coarse-
to-fine matching of an exemplar-based shape hierarchy to the image data at hand
[9]. Positional initialization is given by the output ROIs of the dense stereo-based
ROI generation stage. The shape hierarchy is constructed off-line in an auto-
matic fashion from manually annotated shape labels. On-line matching involves
traversing the shape hierarchy with the Chamfer distance between a shape tem-
plate and an image sub-window as smooth and robust similarity measure. Image
locations, where the similarity between shape and image is above a user-specified
threshold, are considered detections. A single distance threshold applies for each
level of the hierarchy. Additional parameters govern the edge density on which
the underlying distance map is based.

Detections of the shape matching step are verified by a texture-based pattern
classifier. We employ a multi layer feed-forward neural network operating on local
adaptive receptive field features [9]. Finally, temporal integration of detection
results is employed to overcome gaps in detection and suppress spurious false
positives. A 2D bounding box tracker is utilized, with an object state model



involving bounding box position and extent [9]. State parameters are estimated
using an « — 3 tracker.

(b)

(d)

Fig. 7. System example with estimated road profile and pedestrian detection. (a)
Final output with detected pedestrian marked red. The magenta area illustrates
the system detection area. (b) Dense stereo image. (¢) Corridor used for spline
computation after outlier removal. (d) Spline (blue) fitted to the measurements
(red) in profile view.

4 Experiments

We tested our dense stereo-based ROI generation scheme on a 5 min (3942 image)
sequence recorded from a vehicle driving through the canal area of the city of
Amsterdam. Because of the many bridges and speed bumps, the sequence is quite
challenging for the road profiling component. Pedestrians were manually labeled;
their 3D position was obtained by triangulation in the two camera views. Only
pedestrians located in front of the vehicle in the area 12-27m in longitudinal
and +4m in lateral direction were considered required. Pedestrians beyond this
detection area were regarded as optional. Localization tolerance is selected as
in [9] to be X = 10% and Z = 30% as percentage of distance for lateral (X)
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Fig. 8. ROC peformance of stereo-based ROI generation module for different
variations.

FPs/Frame|# ROIs/Frame
Dense - Road Profiling 1036 1549
Sparse - Pitch Estimation 1662 2345
Sparse - Fixed Pitch 3367 4388
Dense - Fixed Pitch 3395 4355

Table 1. Comparison of the number of false positives and total number of generated
ROIs per frame for an exemplary threshold 0 resulting in a detection rate of 92%

and longitudinal (Z) direction. In all, this resulted in 1684 required pedestrian
single-frame instances in 66 distinct trajectories, to be detected by our pedestrian
system. See Figure 7 for an illustration of the results.

We first examined the performance of the ROI generation module in iso-
lation, see Figure 8. Shown are the ROCs (correctly vs. falsely passed ROIs)
for various configurations (dense vs. sparse stereo, w/out pitch angle and road
profile estimation). No significant performance difference can be observed be-
tween dense- or sparse- stereo-based ROI generation when neither pitch angle
nor road profile is estimated. Estimating the pitch angle leads however to a clear
performance improvement. Incorporating the estimated road profile yields an
additional performance gain.

The total number of generated ROIs and false positives for an exemplary
detection rate of 92% are summarized in table 1. The number of ROIs that need
to be generated can be reduced by a factor of 2.8 when utilizing road profile
information compared to a system with static camera position. Using camera
pose information leads to an reduction of generated ROIs by a factor of 1.87. A
reduced number of generated ROIs implies fewer computations in later stages of
our detection system, and thus faster processing speed (approx. linear in number
of ROIs).

We now turn to the evaluation on the overall system level, i.e. with the various
ROI generation schemes integrated in the pedestrian classification and tracking



system of [9]. Relevant module parameters (in particular density threshold 6g
for stereo-based ROI generation) were optimized for each system configuration
following the ROC convex hull technique described in [9].

See Figure 9. One observes the relative ranking of the various ROI generation
schemes is maintained cf. Figure 8 (the dense stereo, fixed pitch and flat world
case is not plotted additionally, as is has similar performance as the equivalent
sparse-stereo case). That is, there is a significant benefit of estimating pitch
angle, camera height and road profile, i.e. a performance improvement of factor
5.
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Fig. 9. Overall performance of system configurations with different ROI gener-
ation stages.

5 Conclusions

We investigated the benefit of dense stereo for the ROI generation stage of a
pedestrian detection system. In challenging real-world sequences (i.e. undulated
roads, bridges and speed bumps), we compared various versions of dense and
sparse stereo-based ROI generation. For the case of flat world assumption and
fixed camera parameters, sparse and dense stereo provided equal ROI generation
performance (baseline configuration). The specific estimation of camera height
and pitch angle resulted in a performance improvement of about factor three
(reduction false positives at same correct detection rate). When estimating road
surface as well, the benefit increased to a factor of five vs. the baseline configu-
ration. Interestingly, the added processing cost of computing dense, rather than
sparse, disparity maps is at least partially amortized by the fewer ROIs that
need to be processed at the system level.
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